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, Abstract,

This paper deals.with the straﬁegy for processing
multivariable queries in the data base management systen
INGRES. The general procedure is to deécompose the query
into a sequence of one-variable querides by alternating
betweern. (a) reduction: breaking off components of the
guery which are joined to it by a sikngle variable, and
{b) tuple-substitution: substituting for one of the vari-
ables a tuple at a time. Algorithms for reduction and
for choosing the variable to be substituied are given.
In most cases the latter decision depends or.n estimation

of costs and heuristic procedures for making such esti-
mates are outlined.
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1. Introduction

The structural simplicity of a relational data
mcdel encourages the use of a non-procedural data sub-
éﬁguage‘which specifies what is to be found rather than

/fiow it 1is to be found. Thus, it is not surprising that .
”"nearly every one of the relational languages whic¢h have
beern proposed 1is non-procedural., As is generally true
/ with high level languages, a price which may have to be
f.... paid is a loss of efficiency. For a relational data base
of any size and for queries spanning several relations,
the price can be fearsome. Results of various degrees &f
generality on improving search strategies for a relation-
al data base system have been reported by Palermo
[PALE72], Astrahan and Chamberlin [ASTR75], Rothnie
[ROTHT4,ROTHTS], Pecherer [PECH75],- Smith and Chang
[SMIT75], and Todd [TODD75]}. Nonetheless, the lack of a
general approach to optimizing query processing remains a
major impediment to achieving a satisfactory degree of
efficiency for non-procedural relational languages.

The purpose of this paper is to describe in some .
detail the query processing algorithm developed for QUEL
/ [HELD75], which is the data language for the INGRES sys- ~
tem. Insofar as the problems encountered in QUEL are
common to all non-procedurd@l relational languages, - their .
solution should find general application. )

In section 2 a brief description of QUEL, the
query language to be processed, is presented. In section
3 we sketch a skeletal outline of the decomposition algo-
rithm emphasizirg the functions of the component algqd-
rithms and the flow of information and control amon
them. The details of the component algorithms ar
presented 1in subsequent sections.

/
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2. QUEL

.o A complete definition .of QUEL 1is  given “n
[HELD75]. Here, we sHhall confine ourselves to a brief
description sufficient to make the processing strategy
comprehensible, There are - four commands: RETRIEVE,
REPLACE, DELETE, APPEND. An update command 1is turned’
into a RETRIEVE command which is then followed by a low
level tuple-by-tuple operation. We shall restrict our
attention to RETRIEVE. A statement to retrieve in QUEL
has the following form.

RANGE OF (Vvariable [,Variable]) IS .
(Relation Name {,Relation Name])

RETRIEVE [INTO result rame] (Target List)

WHERE Qualification

Example 2.1:
Consider a data base with relations '

Supplier (S#, Sname, City)
Parts (P#, Pname, Size) ~
Supply (S#, P#, Quantity)

and a query to find the names of all parts supplied’ by
suppliers . in New York. This can be stated in QUEL as
follows: - / g

RANGE OF ( S, P, Y, ) IS ( Suppl;EP}\giif;, Supply )

RETRIEVE INTO NYparts (P.Pname) WﬁERE (PYP#= Y.P#)
AND . (Y-S#:S-S#) -t
AND (S.City="New York’)

From the point of view of query processing Tthere
are two principal sources of complexity. First, Q
permits aggregation operators such as MAX and AVG, and>™
resting of such operators. Secondly, queries involving
several variables require deft handling in order to avoid
the obvious possibility of combinatorial growth, For ex-
ample, if the query in Example.2.1 is processed by first
forming a cartesian product, then the number of tuples to
. be scanned is equal to the product of the gardinalities
of the three relations. 1In our system all aggregations
are performed on single relations. If an aggregation 1is
to be done on a subset of the product Jf several rela-
tions, the subset must first be assembled by processing a
multivariabe query. Aggregations once evaluated are kept
for possible reuse until updates render them obsolete.
Irn the remainder of the paper we siall deal onky with
aggregation-free queries, and the thryst of the query-
processing strategy is to cop effectively with

\\
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aggregation-free but multivariable queries.

Let X = (X R ye+e,X ) denote the variables declared in
the range stgtement and let ,...,R be their
respective ranges. Then the qualiflcatig can” CON=-
sidered to be a Boolean function B(X) on the carte§1an
product R = R 1% R x...xR . The target ‘1ist can be con-
sidered Be set of functions (T,(X),

(X),...,T (x)) =T(X) on the product space, and' the
rgSult relaPion of the query is constructed by evaluating
«T(X) on the subset of R defined by B(X) = %, and elim-
inating duplicate tuples. We note that for a query free
of aggregation operators each tuple X in the product
space R contains enough information to completely deter-

mine the values of B(X) and T(X).
1

-

The interprefation of« QUEL statements suggestgn

the following procedure for their processing:

(a) Product: A cartesian product of the range
relation is formed.. : )

(b) Restriction: Tupled X in the product wﬁich
satisfy B(X)=1 are determined.

(¢) Computation and ProJection. T(X) is comput-
ed on the subset determiried in (b) and dupli-
cate tuples are eliminated.

Unfortunately, this procedure is Ls/—inefficient as
it 1is obvious. The cardinality of the product R
(i.e., the number of tuples in R) is equal to the
product of the cardinalities of R,, 1=1,2,...,n. It
does not take very large relationg or very' many of

them to make this number enormous. Aside from the
difficulty of having to form and store a very- large
relation, to determine the subset which satisfies
B(X)=1 requires examining a number of tuples equal
to the cardinality of R.




3. Decomposition .

-The query proceésing strategy that we have
adopted nas two overall objebt&ves:

(a) NO cartesian product - “The result re-
lation 1is to be constructed by assembling
conparatively small pieces, rather than by
paring down the cartesian product

-(b) No geométric growth -" The numbe of
tuples to be scanned 1s to be kept as
small as_possible, and for most queries
this number 1is much less than the cardi-
nality of R. ’ N

Our general procedure 1s to reduce an arbitrary mul-
tivariable query to a sequence of single-variable
ones. We call this process decomposition. Observe
that the first objective is automatically achleved
by such an—aﬁﬁ?ﬁach. To attain the second requires
a détailed examination of the tactical moves which '’
are available.

»
The deci§iqg\if reduce multivariable queries

to one-variable ones-separates the overall optimiza-
tion into two levels. ™It has obvious,advantages 1in
structurine the oppimiEation procedure which other-
wise may well become unbearably complex. The only
situatiorn in which our approach may be urndesirable
is when ,inter-relational information such as "links"
[TSICT75] 1is availabl4@Pir which case the desirable
atomic units may be two-variable queries.

It is useful to distinguish two types of
operations which are repeatedly invoked 1in decompo-
sition. ’

(I) Tuple substitution: —#r- ‘r=variable
query Q 1is replaced by—a family of .
"{n=-1)-variable queries resulting:from sub-
stituting for one of its variables tuple
by tuple, i.e.,

Q(X1,X2,. e X)) — {Q°, (xz,x3,...,:%)', «€R,}
(II) Detachment of a subquery with a sin-
gle overlapping variable : A query Q is
replaced by Q" followed by Q" such that Q°
and Q" (- nave only a single variable in
commoni. ,

!

' Operations of these two types suffice to
decompose any query completely. Indeed, a series of
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successive tuple subStitutions is sufficient, albeit
tantamount to rming the cartesian product. Tuple
substitution for a single variable means that the
cost of processing the remaining portion of the
query is multiplied"by a factor which in most cases
is equal to the cardinality of the range of the sub-
stituted variable. It is important, therefore, that
the pranges of the variables be reduced as nuch as
possible before substitution takes place. The most
stpaight forward way of doing this is through res-
triction and projectiqu which are special cases of
(11). Siﬂething equivalent to such a step has been
proposed

ine .,

n every paper on optimizinsg query process-

Example 3.1 L
Corisider a data base with three relations

\ Supplier (S#, Sname, City)
Parts (P#, Prame, Size)
Supply (S#, P#, Quantity)

ard a query (:

RANGE OF (3,P,Y) IS {Supplier, Parts, Supply)
- RETRIEVE (S.Sname) VHERE (S.City = ‘HNew York’)
AND (P.Prname = ‘Bolt”)
- AMD (P.Size = 20)
AND (Y.S# = S.S#)
AND (Y.P# = P.P#)
AND (Y.Quantitly > 200)

"If we represent a detachment of Q° from Q leaving Q"
by the binary tree

) Q" , Q’

then tng\éuccessive detachment of subqueriep can be

P




represen?ed by
=,

T\\\o1 : (P.P#) WHERE (P.Size=20) AND (P.Pname="DBolt")

\\i\*oz : {Y.P#, Y.S#) UNERE (Y.Quantity 3>\ 200)

T\‘\‘Q3 :,(5.S#, S.Sname) UHERE (S.City = "New York')

‘ Q4 : (Y.S#) WHERE (Y.P# = P.P#)

/

©

05 : {(S.Stiame) WHERE (Y.S# = S.S#)

a 2-variable query Q4, and then aniother
riable query Q5. QU4 ard 05 carnnot be further.
by operations c¢f type II, and tuple-

ote, however, the ranfes of the variables
irn Q84 and OS5 _are likely to be very much smaller than
the originalN\ relations, and tuple substitution at
these stages 1is relatively harmless. As an exanmple .
of tuple substituticn, ccnsider L

Q5 : RETRIEVE (S.Sname) WHERE (Y.S#=S.S5#)

‘{ Suppose that at this point the range of Y is the re-
lation
S# _J
. 107
107
203

Then, successive substitution for Y yields
05(101): RETRIEVE (S.Srame) WHERE (S.S#=101)
" 05(107): RETRIEVE (S.Sname) WHERE (S.S#=z107)
Q5(203): RETRIEVE (S.Sriame) WHERE (S.S#=203)
. Ve note that unlike SEQUEL [ASTR7%5], QUEL‘ has rno

block structure and there is no a priori preferen-
tial crder of variables in substitution,

The general situation covered by (II) i1s the
rollowing. Consider a query of the form




res

: RANGE OF (X3X,,ceeeyX ) IS (R, RyyeeeesRp)
Q- RETRIEVE T(X,,X50e ¢y Xp)

@]
TP gy |

WHERE BP(XyyXppeee X )
AND B (xm‘,xm+1,o-.,xn)

It is natural to break off B’ to form

RANGE OF (X ,X_ 4yeeesX ) IS (R R o,00e,R) .

rd

Q RETRIEVE INTO Rm' (T'(Xm))

WHERE B”(X , X 4,ce0,X )

where T'(X ) contains the‘information on X needed
by the r@mainder of the query which can n@w_be ex-
. pressed as ‘

A\ Y ’
: RANGE OF (Xy3Xypeee,Xp) IS (RyRpyene,Ry”) ¥
oo RETRIEVE T(X,,Xp,ee0,X )

N ///// WﬂERE B"(X1,X2,...,Xm)

X

. Observations: (1) Q" is necessarily

simpler than the original query Q since m  r and
R’ is smaller than R_. Even for the worst possible
cale where R’ = Rm nd m=n, Q" 1is no worse than Q.

BN (2) The detacBment™of Q° does not lead to an in-

AN crease in the maximum number of variables for which

\_.. sSubstitution has to be made. To see this, note that

N * the maximum number of variables to be substituted

~. for in an n-variable query is n-t%. Herice, this
‘number is (n-m+t)-1t for Q ° and m-1 for Q" so that /V

the total is again n-t. (3) Q° and Q" are strictly

ordered. Q° needs no information- from Q" so that it

can be processed completely before processing on Q"

" begins. At any given time we only need to deal with

a total of n or less variables.-.

L

, Two special cases of one overlapping- ~— ‘
\ ~variable subqueries are worthy of special note. \\“\\\\\\;
First, it may happen that the detached subquery Q° .

has no varilable in common with the“remainder QY.
That is, B’ is a function of only (X yowe, X ) and
not of X_ . In suych a case we sBil1 say §° is a
disjoint.sfibquery. The interpretation of this si-
tuation is that 'if B is satisfied by.a nonempty set
then Q is equivalent to, Q", otherwise Q is 1itself
void, i.e., 1its result ig empty. The second special
case arises when m=n and\g’ is a one-variable query.

\ .
N .
< 4 .
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- This is a frequent and important occurence, as the
previous example illustrates, Ve say a query 1is
connected if it has no disjoint subquery, one-free
if 1t has no one-variable subquery, arid irreducible
if it has no one-overlapping-variable subquepy. An
irreducible query 1is obviously both connected and

—— one=-free. . %

Broadly speaking, we will always break up a
query into 1irreducible compornents before tuple-
substitution. In effect, we will always prefer rnot
to tuple-substitute 1if it can be avoided or post-
poried. Although examples can be constructed to show
that such a choice is not always optimal, in general '
this is not a bad heuristic. Detaching subqueries
irvolves an additive growth 1in complexity, while
tuple-substitution incurs a multiplicative growth.
Our decomposition algorithm is recursively applied
to all the subqueries which are generated.

The Decomposition Algorithm consists of four
sub-dlgorithms: Reduction, Subgquery Sequencing,
Tuple Substitutior, arnd Variable Selectiorn and makes N
use of the One-Variable Processor of the system. ’ >
Tne interaction among these compornent processes is
indicated in Figure 3.1 below '

&
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[leduction

e rman e me e P e e er mm oo m e

Subguery “
Sequernce

Tuple
Substitution

w

3
Variable
Selection

Orne-
""Variable
Processor

™~

———

- w4 m e wm s e es - ae wm e . e = -~ - -

e ey

[ S,

?
:

call

return 3

Ficure 3.1 Flow of Control ir. Decomposition

The fact that the deconmposition algorithm is recur-
sive is made clear by the existence of a sequence of
calling-paths (Reduction-Subquery Secuencihg-Tuple
Substitution-Reduction) which form a cycle. The
basic functions of the sub-almorithms are as fol-
lows:

(a) keduction breaks up the query
components and puts them
Wo -

into irreducible
in a certain sequential

»

(b) Subquery Sequencing uses the result of Reduction
and menerates in succession subqueries each of which
cortains a' sinesle irreducible compornent together
with one-variable clauses. As each subquery is gen-~
erated it is passed to Tuple-Substitution, and the
‘generation of the next subquery awaits return of the

‘ 12 |

i

|
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result. ° ° : . ' !

(c) Tuple Substitutior marnages the process of sub-

- stituting tuple values. It calls Variable-Selection
to select & single variable for substitution.. After
substituting each tuple for that variable, it passes
the resulting reduced query to Reduction and awaits
the return befqre substituting the next value.

» zatiornr takes place. It estimat the relative .cost
of substituting for edch variable ™ and chooses the
variable with the minimum estimated cost. , In so do-

§bing, it may have "to preprocess some one-variable
Subqueries.

(d) Variable Selectioh is where ggft of the optimi-

B

The details of the sub-algogitnms ujfﬁ be described
in the next few sections. ‘

ﬁ
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i N
y, n Algorithm _ R
The ifiput -consists of a multivariable query -
Q, and ;? output consists of the irreducible com- A
pénents of Q arranged in an appsopriate sequential ”z\/ -
order. This sequence is C;ass'ed to Subquery
) rSequencing, and the ‘result reladion _for Q 1is re-
- - turned. The basic steps of the a¥ thm are illus-
trated’below. . A , /

” no.
variables
R

-

\ L]
Output ! to Subquery-
Separate Sequence sSequencing
into disjoin >
components , N
. ) Y
separate into
irreducible
components
Figure -4.1 Reduction Algorithm ' -
Let X = (X,, X.,...,X ) denote the variables T

of Q and let T(*) afid B(X)®denote its target list
and qualification respectively. We assume that B(X) )
is expressed in conjunctive normal form ‘ ,

B(X) = /1\ Cy (X)

where each clause C,(X) contains only disjunctions.
Now consider a bin%ry (0 or 1) matrix with p+1 rows
corresponding to T(X) and the p clauses, and with n
columns corresponding to the variables X1,...,X .
An entry of 1 will denote the presence of a variabfe
in a clause (or target 1list), and 0 will denote its
absence. We shall call this the incidence matrix.
For example 3.1 this matrix is given by

- ) 14 . 1
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T: S.Sname 4 1. 0
C1: S.City:‘Né York” 1 0
c2: P.Pname:‘Bolt'\ 0 0
C3: P.Size=20 0

Ch:

Y.S#=S.5¢# 1 N

C5:

Y.P#=P.P# 0

Cb:

Y.Quantity> 200 0

We rnote that in Figure u.&
which detailed
First, we need a test for

steps for
provided.

there' /are
algorithms repmain to be .
contiectedness,

two

and to separate Q into disjoint components if it is

not connected.

separate

order.

a

cennected )
porierits and to put them. in a

Second, we

suitable

s

need an. algorithm to
query into irreducible com-
sequential




/ ; ‘ ‘ “v. ‘N'm :0‘
. N /
. 14
//{ET/E;:;;;tivity Algorithm
Bl ) >
set @
i=0 -
/
is it yes
a row w{th connected
. _ 'Y all 1
. i 2
no .
) »hot connected ,
AN ] / 'ﬂ
\ ~
form the logical or AN
of all rows with 1 .
in colunmn i o .
. ‘( .
)
P y .
of the rows with 1 in
folumn i, replace the first
by the logical or and delete '
the rest ‘ \\QL\
N \
. ' Y
\)
Figure 4.2 Connectivity . ¥
. !
If the connectivity algorithm results a LR
natrix with a single row which is not all 1°S then Z/ 3.
A the variables corresponding to the zero-entries “are *3'-
superfluous and can be eliminated. If_ the final ma- I
trix has more than one row, then the sets of vari- . K"
ables corresponding to different rows must be dis- . q;‘
joint., If we keep track of the original rows which A
| are comnbined to make up each of the rows of the fi- v,

Q | .' 16

T e ene Yy £k &



[ nal matrix, then the connected components of the
S query can be separated. ’ .
*

Consider example 3.1, modified by the dele-
tion of C4, The incidence matrix now nag\tne forn

o S P Y
T 1 0 0 ;
Cj ) 1 0 o
c2 0 ; 0
C3 0 1 .O
5 0 1 1
6 0 0 s
Applying the connectivity algoritnm, we get 7
‘successively
S P Y
T,C? 1 0 0
c2 0 1 ”o'
. 3 G 1 0
> ' C5 . 0 1 | 1
Co 0 0 1
S P Y
P P .
T,C1 1. 0 0 .
c2,C3,C5 0 1 1
~ ' Co o, 0 1




. ¥ so tﬂat is a joining -variable of Q

S P Y
» T,Ci 1 0 0
c2,c3,C5,C6] o0 | . 1 1 ’

Hence, the query is not connected and the connected
components are (T,C1) and (C2,C3,C5,C6). ’

(b) Reduction into Irreducible Cohponents

Let Q be a -connected multivariable query.
\le observe that is reducible if the elimination
of any one variabléqresults in Q being disconnected.
Let a variable with this property be called a
joining-variable. Thus, Q 1is 1irreducible 1if and
only if none of its variables is a join -variable.
Joining-variables have some important properties
whicn greatly facilitate the reduction algorithm,
and these are surimarized as follows:

. Proposition i.1 Suppose that X 1s a, joining-

variable of Q such that its removal disconnects Q
into kK connected components. Thern any Jjoining-
variable of one of the components is a joining-
variable of Q, and every joining-variable of Q is a
joining-variable of one of the components. Further,
successive elimination of two joining variables in

either order results in reducing Q to the same dis-

joint™ components.

proof: Each Joining-variable joins ,a nunmber of
compondgts which can overlap only on the joining-
variable. Let X be a jolning-variable of Q which
Jjoins components' Q.,, Q,,...,Q, . Let Y be a joining
variable of one of thes ‘compogents, say Q.. Then,
Y Jjoins comporents Q.., 12,...,0 of 01, only one
of which can contalﬂ X say Therefore,
(Q 2,...,01 overlaps the remaindéﬂ of Q only on Y
and~Y 1is a Joining-variable of Q. Conversely, let Y
be ,a Joining varlable of Q, and join components Q1

T eeey Q. Only one of the set {Q,°, Q.7 ,e0s,
cgn contain X, say Q ', and only one Qf t e se {é
””’Qk can contain Y, say Th n

{5 ,...,Q ‘} and_{Q ye++1Q.} must be dis]oi t since

gh Q ) i 2 2, can 8verlap its remainder iy Q only
on X tand.none of {Q ,-..,Q "} contains X. Hence,
02 Jeeey Q. are subses of Q.J joined to it . only by

clear that Q nas components {QZ,‘ Q ,...,&‘ each
joined by only X, {Q2 y Q3 ,...,QJ each Jgined by

18
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erly Y, and a ccripenent D joirned by bctn X and Y.
Cliniration &f ¥ and t™Y _eifher crder results \in
disjeirt ‘'ccmporents {FO, ¢ yeees, T, ,...,O
. OY } wnere . denctes O“ Jitg ¥ pemcved, ‘0 dero']ee
- Ci” uith ¥ rericved and 0 denotes Qxy w1th both ¥
and Y remcyﬁ N )

e

...

1}
H ~ ¢

7 Thessubstance of Propositicr 4.1 is illus-
trated .b¥ rirmure 4.3. . ‘

P
“
, g Ficure 4,3 Joininrm-Variables
A :
, “__The results of Propositicn 4.1 mean\that we .,
can find the irreducfible comporents of € by succes-
sively c <Inig each jvariable fcor the posslbility of

being a\{joining var'able. Each variable orly needs
to be exahined once, jand the order they -are tested
is immaterial. Further, since a variable is joining
if and orly if 1its ellimiration disconnects Q, we can

. . use the connectivity algorithm for the test.

A . Take the inciderte matrix of Q and eliminate
from it all rows with only a single "im. . Beginning
,with the first, eliminate each column in turn and
test for connectedress. Suppose that wher column m
, .is eliminated Q breaks. up into Kk connected com-
o, ponents with yees,h variables respectively.
,;hen; these corréspo?d to cgmponents of Q with n
l,+1,cee,r +1 . variables respectively, any palg of
‘wgicn overfap only on X . We canr now " proceed to

f test columns m+1,...,‘. We note that each of the
variables Xn yeeey X oceur: in only one of the~ com-
perients so éhat after ‘. the ' mth column (1. he

first joining-variable). the tests are .perfor ed on
matrlces of reduced size. g - .
. Each irreducible conponent of Q corre§ponds

to orne or more row of the ineidence ‘matrix, and_can
be represented by the "lagical or" of  the

i correspondln rows.  Hence, Qican be represented in
\ terms-of its irreducible,compo;ents by a matrix with

variables .as columns and cogponents as rows. \We
A shall call this the reduced-inc ence-matrix. It is
\:onvenient to arrange the rows as\follows:

ar, L
e e LT

T .
e L 4 b male g




L . L
.

(1) One-variable rows except ‘the target list / : L. 4
(2) Components which are one-overlapping after S
L ) deletion of one-variable clauses and which do-
v L not contain the target list. These 'should be
. grouped according to the joining variable.
(3) Other compofients whioh do not contain the
target list ' ’

_ o (4), The domponent which contains ° the tabgéi
- 1ist. S ‘ . ,
For example 3 1 the resulting reduced incidence ma<

trix is given by:

- 1s P Y
| 1 |1 Gl o )
‘ c2 o [ 1 0 g/ 1
€3] 0 N ” C ‘
o o | 11| C
o | 1 | 1 S o
S T,C4| 1 0o | 1 N P .
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S In order to use (7 5) in (7 4), we must know
the number ot pages occupied by the range relations
for every 'q, 1in the sequence S;. We fote that”s

! sequence and not a set3 so th t'the range relation

of 'a- query "may involve ~the result ‘relations of .

queries which precede it. Tnerefore, knowing the

sizes of. the range relations of Q. 1is not. sufficient[

‘to - -deternine. .(7.5) for the qd_ ’s. Since we don’t:

want to execute ‘the sequernce o% except  for .the op=- i
e

timal i, we nust rely\on a proCedure to estimate 'the
sizes -and other parameters of the result relation
_for a query. I : T T

L

Consider a query’ Q with ranve: relation

R ,RZ,L..,R , a target list T(X) and'a qualification
BEX) Let Yhe domains .of* Ry .be denoted by ' D,
- J=1,2,...,d . ~Each Ri is by definition a subset d}
4 p,.. ,

. J<d~ iJ - : R
Hence, the pr&duct'TTR 1s a subset of - .
(3 1) D = Tr T Di'~ T el T

jf.‘\ 1<n J(di g 9 T s -

To determine what subset of TR -satisfies B(X) 1 :

requires accesses to ‘the actu%l relations, but’ to
determine what subset of* D satisfies B(X)=1 requires
‘only Knowing the _domains ‘The’ storage re-

+ quired to represent {Di } is i}j general far- less
than that required for fRi}. . :

; . . . g
N . 3
~ + .

'Let‘RfQ)ﬂdenote ‘the result relation ‘of Q.

oot Ue can estinate the cardinality of R(Q) as

(8¢2) ‘-IB(Q)l I TT Ry {fraction of D satisgying B(X) 1}

i<n

L3

The domaing of R(Q) can be estimated by eualuatinp

"T(X} on the subset of D which satisfied B(X)=1. -

That is, tNe kth domain of R(Q) is estimated to be
' (83) o {T(x); Xe D, B(X) }. '

’

-

In, most ‘cases D%g has sufficient regularity:
e

:to permit it to be repr nted by just a few parame-
ters. For example, ‘‘might be simply all integers
hbetween a and b Thag,\the storage requirement for

. keeping track oﬁ‘the,domalns for the 'result. rela--

tfons\ of the sequence Si ;can be expected to ‘be rea-
Sondble. . : . Lo

N,

e
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‘v6 Tugle Substitution

L3 .
» N L . ‘ =

>

) The input to tuple substitution is a query Q o S
consisting. of a 'single 1irreducible component in;f\ .

a0 variables X., yees,X_, zero or more -one-variable ST
MR ‘clauses in eacﬁ of tn8’ variables, and the range re- |~ | L
P “lations R., ‘R5y...,R. of the variaples. It retdrn " N
SO the resulﬁ reiation~90 the calling process” .. T BN
T The first tnihg that uple Substitution .does . e
oL .Is to call Variable Seldetion which takés Q and the - g S

range relations and chooses a variable to be substi- .
. tutéd for. In order to make this choice it may have R S
“*\/pofprocess some o1 all of the one-variable elauses S T
. to restricb tnef ranges. Thus, in general, itire- -~ .0 %
. turns {aq, “yeeey,R_‘} and the variable to be B ‘
~*substituted }or (gay X )." For each: tuple _in R X RS +
Q° becomes a (n-1)«vari2ble query Q7(&:) in %he
variables X yeeeyX For each & °, Q"(«) is%w
-passed to Réducgion wh cﬁ returns: the result., The ) ‘ O
: results. to Q (47) for all # in R.’ are«accumulated T ST
e . and returned to’ the calling procesH. . S C '<~“x;“
‘ ; | 7 . i g Lt

2

v
v

, . N T Sy




7. Yariable oulecflcﬁ L ' . , N

i This, is the heart of optlmlzatlon. The in="
put‘ is a nultivariable query which is irreducible

except for one-variable clauses. As its nane sur-

rests, ithe task cf this pcrtion of the deccompositior.
‘alecritmn is to select a variable for subsbitutior,
dlthoﬁ*n ¥c dc so it may alsc have tF nrocess scne
cf the ‘cne-variable clauses. o

+

. Con51d=r a’ oue"y ¢ with variables

t4

% ]
',_kq,...,n and ranges R ,...,R Supnose that Q

\.

is subst&futéd tuple- b§ tuBle. Fer each tuple, - E
becores an (r-1)-wariable query Q. (d.) It is like-
""ly that (. () takes the sanme amoﬂr+ of time. tc pro-
cess fcr éve"y &K, ard in nost dr.stances every a< in

M

E; has to be ussd. Hernce, , v

-

(7;1)'.Cost~of~processinﬁ 0 if Xi 1s su stltuted

" 3

(cardlralltv cf P ) X Cost cf nroc?/sinq‘o

: g .
‘The first tnou1nt therefo"e, 1s to enccse with

"fthe smalles range. Fcowever!, this is not %ntimal
- for seve"al "°asons., . te

>

.irst it may b° p0331bie £c reduce som° cr. |

“all of the relatlons R ,...,N , by preprocessins
cr.e vaﬁiable clauses. uhcald thild be dcre for all,
\ifor® sone, or for none cf the va iables? If all of

Q\v R"s car,'be reduced, this decisior ,alore  in-
clv

es 2 chcices. The situatior . ds further con-
pillcated by the fact that for a riven © variable the
" decision as. to whether to preprccess: the  ones
.variable clauses depends on whéther tne variable is
choser  for substitution. If it will be cheoser for
'substituticy thern its ranse should be reduced as.
much  as ,ESSSible.' If not, proprocessiﬁg may be a
waste of tin Or thé octher hard which vdriable’
snculd be chosern dnpends ret so nueh on R, as .on the
reduced R, Let . O(X,) denct® the c?e~vgrtaﬁip
subquery éf ¢ in X % and let R, " bé the reduced

rance after O(Y ) ‘is plocessed., Thé fol’owirv polis

cles sebm to be’ reasonable’ alternatlves.

(a) P"eprocess every QYL,) baslnn the poliov
¢r: the arsument that %he ccst of processin"

(OGu-Vd”ldble queries. is relatively small ard /it -

“is 1mpor+ant to chocse fha varlahle Fortsubsti-
Futiorn well, . . e
(b))~ On the basis cf E(X‘), a‘d Cisiof'is made
for each variable whether tgo preprccess or rot.
."a"iable selectior takes place aftnr prep"o-

~ N

i




cessing.
‘ 4

\} The version of INGRES completed in January,
1976, opts for poliey (a). In part, it is because

. fere, for ‘these cardinalities to be accurate.

¢4
@ For (b) a workable poldicy is to use Q(X ) to
estimate ‘the size of‘R for each-i, and preprdcess
only if X, is likely f% be a contender. for selec-

ccntenders for p"eprocessing, or preprocess every
variable for which the. estimated size of Ri' is less
thar min One good feature of (b) is~that ex~
cept for Jery urusual situations, the actual vari-

) preprocessed, and no further ‘processing is. necessary
: befo"e substitution. .

[

strategy -of" .choosing X & th the ‘smallest rakre is
that the complexity of Q i vary - greatly withn 1
and” this nust be taken into ccount in any strategy
which lays claim to being eve near-optimal. What
nust be determined is the extent to which Q can. be
reduced as a consequence of spb titutinv for Xi"

\l

Assume that we choose either (a) cr (b) for

of variable. de‘can*assume\tgat the query at this
poikt consists of a' single irreducible component
‘with some one-variable clauses. ' .The crux of the
-matter is\how the irreducible component is affected
by tﬁ‘“‘substitution. Assume that whatever prepro-

dergfed by Q.- Let X,,X,,«..,X , be ‘the vari-
ables, ard let R., R ,...,R bg their® ranges.. - Let

for X, in Q. Let C(Q) denote ‘the minimum cost of
processlhg Q. Then

(7 2) c(Q) = min { Z°

i F,
i ‘where R denotes'the set .of tuple;values which~ have
to be sﬁbstituted for X In most instances this is

simply R, , althcugh. as be ~indicated earlier there
are ‘“exce tions. . .

C(Q (&) }

Equation (7.2) .is’' a" dynanmic pnogramming

P

. N }t' ~ E
s i ) 24 i
. - - . .

N ¥
. . PN N PR
. MT—““> R . .
‘\\ - .
- r : ~ . . M « !
~ N LA

in this version the variable selection is then based
" 'sclely on the cardinalities .of the reduced- ranges -
and no other information. It is important, - there~

tion. . FOr example, 'we might choose .the top three

able selected will be amorf those. which have been‘

A second and mcre important objection to the

the policy on preprocessing orie-variable. clauses SO .
that that deeision is decoupled from the ° selection .

g is to be done has been-done. Let the query

&‘ £ ) dernote tie m‘sultinﬁ query from. substitutineg-

22

. ';“'N«;;
. x




equati n for the optimization pnoblem at hand.‘ As
At - stands, it is "not too uséful; since how C(Q) . ~
deperds on Q is not Kknown. . 'However, (7.2): a . .
. suitable starting point for Optimization. The vari- ’ )
able selected will correspord - to “‘the value of i Y,
which ninimizes an estimated value fon )

e T TR T D VU R SV
e e <0 R — - ol -

(7 3) R N E: c(Qi("(‘)) - »Vl'ii:Q T . ;’%fg‘
£6Ri e © SRR

Although we have in effect transferned the optimiza-
tion problem “to one of’ estimating .cost; the latter
is amenable to a variety .of heuristic approachesxa o
. Consider. some of these: = ™. e B LI THERE
L S -0 u Lo S
’ éi) Suppose .we. take the estimate-. oft‘ T
C(Q («£)) to be independent of “« and 1i. Tnen, thé “u ;
" mintnum ¢, -corresponds to the smallest 'R This- %
somevwhat “simplistic policy'is ‘what has be%r imple- o
mented in the version of” INGRES operational -of ‘
January, 1976. ! ', L. .. R \:\; : .“._ . .
it ' ) s TN ‘\Ef*z - \ Lo
(ii) Ne observe ‘that unlike’ Q,‘\Q;K'do)‘dis . T
mot  irreducible. ‘Orie.” 3hould - therefore ‘call “_,‘,;q
Reduction'oubquery-Sequencing to reduoe Oi(x.) to..a . BERR
- sequence . S; cof subgueries; each of which™is irredu- o &
cible: excep% for oné=variable’ clauses. ' Now, «
Lenters tne subqueries only as a parameter,\and the
sequer.ce S1 is really independent of p(. . Thus, we : . N
" have = . . : " . T

(7.3;) c‘(_Qi(x)); Z‘. C(q‘ o A L

I ' Q.fsi\ S

. L . ‘ ) o oo NN V

- Since the structure ' of. Q. ( o ) has - ‘now . been oo
represented, we can .accept % relatively crude esti- e

mate for C(q“ ). For example, we might take the esti- -

mate of C(qx ) to be . , ‘ SR

s c<q,,<) ’I—TP(R

-

/‘l"

o

iy,n«

where R are the Panmesiof q and P(R) is ;he _nnmbén e
of pageg eocppied byiR ( RN x\ B "¢
- . \ . ‘v\‘ . . K
. s (iii) We mip it try to ~obtain \an\hestimate !
for - ¢oSt by sampling. Consider the equation ob-. . -
tained fron “using: (T\ﬁ) in- (7. 2) . ‘{_ N b

(7..6)_1 wc,(n) \ nin{t }: “Cla, } \

e

3

This i truly necursive, since Q and q are « nie
e£~tfyﬁsame restricted type (viz, irreducibl xoept

. .
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~ L e . D
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oL -~ . . N T
T . v . PN '
. . L R » FRAEITN
PPN B . . A ] R el
Lo “
. P R B P . s
- P PR i . -
- L PRGN,
> ’ .
. - K «
N

. o . N M T -
N . A Loy N N S
O T N T D T O T N T P T v "




5

" for one~variable clauses). If the number of

ables in 'Q is not enormous (in practice, v
gueries contain -more than ‘4 or 5 variable

might try to pusé-the’ recursion (7 6) all,

down to one-variable queries, but u81np smal

ples for the range relations of Q.. It is.veri

1y “that the costs of different - path@ in the decfsions
- tree vary widely, and only few are contenders for

the optimal path. With efficient management) . thia
»approacn rneed not be pronibit,vely expensive- o

e

.. # These are but three possible approaqhes “t6 Lot
estimating c(Q). Other .apprdéaches includiao some ,
_variants and combinations of thege\ are under ;eon=,
31deration.«* We expect ‘to. implem nt. at least the
“three outlined above for *experimental evaluation..
Indeed, (1) nhas been implemented,:and (11) is in the
p"ocess of beiéﬁ impIement d .

+




f Result Parameters i

7.
N ihoe g 14

S In order to use (7. 5), ir (7. H), we nmust know
the number of pages-occupiled by the range relations
' for every q, in the sequence S;.-We; note that”s,:

.a sequence and not a set, 'so th%t tne range relation

of ‘a-query .may involve the ,result relations “of . v T s

queries which precede it. Therefore, knowing the
sizes of the range relations of Q. is not. sufficient.

to determine .(7.5) for the A« ’s. Since we don’t:
want to execute the sequence S, except- for .the op-
timal i1, we must rely\on a proCedure to estimate ‘the
sizes: and other parameters of the result relation

for a query. .. . ) . -

. Consider a query Q with ranve: reIationA
.R. ,RZ,...,R , a target list T(X) and'a qualification
Bax) Let Phe domains of* Ri .be denoted by D,

- §=1,2,.0.,d,. Each R, is by'defirition a subset 8%

oo i< ij' SR .

'Hence, the pr&duct'TTR 'is a subset of
(81) , = T6 T Di_.;‘)

O L 1 1<n J<di o 4 ~' , |
To determine what subset of TR -satisfies B(X) =1
requires accesses to -‘the: actu%l relations, but’ to
tdetermine what subset of' D satisfies B(X)=1 requires
only knowing the domains J The storage re-

» quired to represent {Di } 1is 1} general ., far 1less
than that’ required for fRi}. ' i

v : N * k)
N N ~ . . L 3

D

L Let qulﬂdenote the result relatiohf‘of Q.
‘ We can . estinate the cardinality of R(Q) as

(8¢2) _;IQ(Q)( 17T Ri' {fraction of D satisgying B(X) 1}
< - i<n ) .

‘The domain of R(Q) can be estimated by evaluatinp

"T(X) on the subset of D which satisfied B(X)=1.

That is, tne kth domain of R(Q) is estimated to be

'<83) {T(x)‘;xen B(x) uR

’

-

In most cases Dég has sufficient regularity:
e

Nto permit it to be repr nted by just . 'a few parame-
ters. For example, D nipht be simply all integers
..betweer a and b.'. Tha ,\the storage requirement for
.keeping track of¢the, domains for the result. rela--
t fon of the sequence Si :can be expected to be rea-

_sonable. ‘ oL . . .
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. ’'Since the sizes of ‘the tuples are - always‘ £
", known, the number. of pages required. for each of the. . . ¢
d . .result relatioris for the sequence can . be computed . - o
- from the estimated (8.2), which in turn is computed

fron the estimated domains using: (8 3) . . - IR




" 9.‘ ma_z‘x - . :' _‘j B w -
A —'l In tnis paper we nave presented -a. detailed
account. of how multivariableée queries are decomposed

in system INGRES, . The basic. ingredients of the
decomposition are two in number._~

o s e A _'\,. T e I [T IR
2,
N

‘(a) To " discover pieces of a queryJFwnichfigrex
Joined- to the ‘remainder“by a single;joining-,
: variable. IR PRI

-~

,““:“

‘i(b) To substitute for a variable. '1§;:

2

7 . N -L

" The overall strategy is to break up a query at the'
Joining-variables whenever, this is possible, and to*
Select a variable for substitution .which . incurs a:.
"minimum ~cost" whenever substitution ¢an no longer
be postponed. A detailed algoritnm for "reducing a
query. into irreducible “components has. been given.
Alternative approaches ‘to estimating costs have also
been discussed. : L . o
oo Optimization itself incurs a cost which has
not been taken .-into consideration.: For - simple
queriés, elaborate optimization may well do . more:

}harm than good. The approach to- resolving this dif-

ﬁriculty that we have opted is one suggested by M.R.
Stonebraker. . Suppose t t we have %two or more stra-

' tegies st ,st1,...,st R each one ‘being - better : than

_ the . prev?ous one_ butnalso requiring a greater over-
,head. .Suppose we' begin a query on st.; and run it

", for an’amount of time equal to a fracgion of the es-
timated overhead of st At the end of 'that time,
by simply -counting the number of tuples of the first
substitution variables which have already .been-’ pro-
cessed,  we can_ get an estimate for the total. pro-

" cessing time using st,. If this is sigrificantly
greater than the ove?head .of ‘st., then we switch to

Otherwise we stay ‘and compiete processing the
quéry using st -Obviously, the’ procedure can be-
‘repeated on st,, to call st, if necessary,. .apd  SG

~ forth, - st ma} correspond for example, to .progres-

. sivekx mor8 levels in the decision trée, or to. pro-
gressively more . elaborate estimates of result param-‘_,
eters, or better sampling.g o S

\We«have not. addressed the question of optim-
izing the, processing of one-variable "quéries. -“Some
optimization is currently being done in INGRES, _and .

- this is described elsewnere [STON76] ' ‘»www,»j”

2. .. . In tne appendix we - have given a brief

L description ‘of how INGRES is implemented. The. ori-

) ginal design of the implementation was primarilyNthe.'

. n‘\:
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worﬁ'of HtR. Stonebraker and G.D. Held., Rede31pn of . A
process 3, and in particular the design of thetquery TN ]
- tree and the 1mplementation of the decomposition .al-

gorithn in the current version (as of Januamy, 1976) . . L. . .3
have been largely the work of Peter Kreps., ‘We. have : A
oo ... ._alse_ included in the appendix_specifications of the. .. _ ‘. . _ = . 73
ﬂ“,;“ prlnclpdl data structures needed for our decomposi- - -
2 tlonxalgorithm. RS : . .- . - Coe T

mr e e e et o —— .
'S [ B - - .
< - -

N L One of us: (E.J ) is respongible for intro-

. dueing the conceptual framework in which the decom-'"
_position algorithm . rests, "viz. the~ policy = of
L - transforming- a nmultivariable query to. one dimen$ione.
;- %2, . al ones, and the strategy of alternating between” SR

' reduction and tuple substitution. 'We have collas . N

borated-on. the reduction .algorithm, and ‘on - the © - . - - ’

. heuristics 'for variable selection. The inplementa-,_ o '

) tion of the full algorithm ‘as well as monitoring

- . subsystems. for "the performarce evaluation, is being

. designed and executed by K.A.Y. The decomposition. L o S
alrorithm, being at the heart of -INGRES, has enjoyed . s U
the attention of many participants of the project. : T

. It is-difficult to remember, who suygested what,, “but”

. .the three afoﬁementioned collpagues 'have all made

ol,ﬂ - " important contrib 3 In particular, as in every ' ‘ '
P aspect of INGRES ‘the in uence of M.R.S.: is discer— 3

»~
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APPENDIX A.
System Organization

AN

¢ INGRES, Interactive Graphics and Retnieval

“System; runs—on—a PDP “11/45 under- the-UNIX*cperating~;;
system[RITC73). = The entire system is written in the "\

“programming “larguage ""C" [RITC7H]., It "has”four ma= .
- Jor components whieh are organized as. shown below.
.o % = . , . - .

- . RN
o A ¢ "' i o T~ ..
" user - | -,{parser , decom- , N
S N S A utilities
'integface ¢ g e position ¢ _ ‘

Tnese fbur components are set up as processes under
UNIX -and -communicate through the use of pipes. ' The
user interface. can be one df Several-‘forms: .an in--
teractive text —.editer, : a graphics ‘interface

. . [MCDO74], an dinteractive Englisn-like . language
.~ [CODD74), or_ part of 'a host programming language
FALLMT5]. The’ parser. accepts the user’s query and
"5processes it into a tree in conjunctive normal form.
This! query tnee and a table of relations declared in
the : RANGE statements are passed to decomposition.
The decomposition ‘process contains .not only . the

decomposition algorithm but also the one-variable,/’
query -processor. The utilities .process .contains /,

- many functions which ‘can be used by the system or
"the user. : : ' .
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"o APPEIDIX B. -

fe, T e
<

%-rjj;“ “”‘Ra’r.’"o:e’”“fra’ble.”"’”“T”’f"” e il o
"ifls nathered‘duninv parsing and passed to. deconposi- , _ )
‘tion as an crdéred.matrix, It is then put . intc [a ... S
jmatrlx, each entry of which has the follcwinr Form._'li

"'““:_ﬂ,;,,struct "anvev o s

©_ .these Fames indicate the wariable associated with o
;" each.. -~ These. are 'relid.. -The second entrv s a . ) Sy o
. pcinter to an in-core copy of the. Systenm:. catalpgue e e

1
i
. flag which 1S set when the corresponding vag iable, o T ;”{j
|

" created for a . variable’ by  execution - of ‘g Tone-" Lo T

‘,Incddence natrix. ’;f’if»’ a : ST

>

.4suDQueries in. a compact form., This, matrix will also ~
- contain an, entry ‘for. each’ cladse which points to the . T 4 _
actual clause so that it may be easily obtained. when . .«
o rNit is necessary to. build a query tree for execution .

S ;“1cf a subquery. S ‘ ek

‘,:"; i Data Structures ,

E

. Tnere are tnree nain data

.

- .. Some of-tne information for . this' structure ;

. B . .‘st.‘ . -
T e - - - . - - L

{ -+~ 7 char . relid [MAquuEQ
T R struct descrlptor *desp,
- ~;int } setup,« AR

- S ’31—

. B 4
The pa"ser serds a table of relation names which . S
have been declared ir RANGE statements; the order”of S -

- A

descriptics, for that relatior.. The third entpy- is a - T S

has been selected for substitition. ST . S o
Tne use of thls table will ald decomposition in» the'(
use of g%emporary‘ relations. Hhén a_new ranoe is”

-~

variable”’query % the entry ir."the range table for™ ' AQTQ;
ant entry is . the sanedexcept for the pointer to. the ‘ - R
catalopmue description.” The relid 1s aIWays the ori- . Pt

" ginal relatlon riame - .for that . variable .and . the ST

descriptor.” is for. the current subrelation it is . Lo
ranging cver. . In this way, if a- temporary relation ' o e

?

:

1

j

?i

i

g
must be created several times during the process of . , R Qé
: < "‘J
?

!

i

]

:

;

|

i

1

)

I

: ,substitution ‘the same temporary relation cnane ‘and |
‘descrlptor can be reueed by simply deletiny the oldh{,
..tuples from the previous Pteration, -This. saves nuch
-ovenhead in the creation of temporary relations.w~;

o : S PR
&7 . ~ T

. -

This is- a binary matrix of . clauses (or ..

,supquerles) vs. ,variables which 1s used. within = '
.deconpositagﬁ to represent the currert query” under o
‘consideration. . It 'is wused during. reductior “to
,.determine all irreducible subqueries and can be used

during ' selecticn . to ” represent , -‘the .component



: Jjuncttons

.

_ termediate-

~

Query Tree.

) Y ‘The
query tree

T

parser sends a list representing the\ ‘ \;:*‘*
to decomposition. whichcphen rebuilds«the .

query.tree adding useful . information as it is recog-

P

ni"Zed »

and the qualificaticn

"The geriefal form of ﬁﬁis “tree is 4, root hodé :
_with the target list of the query as _the. left branch“
as the right branch.“

Since.

" the querfy is.in conjurictive normal form, -.all the “in- S

(conjunctibn) n0deS*“M""

-

‘.. Yoo 4 i t:l .
- ' LElement1

R

oot

‘nodes~ along the right sidemwill be AND ,

A e disjunctive,
Yoo .clause ‘ . -
tl Lo ' ~-" AND \
Elem’entZ s )
L . g - disjdkctive
END - - clause o

.

END,

fiore specifically, nodes of the. treg>are defined as:

- P —

e . . : . - .

-

struct querytree
{ -struct querytree ¥left,

e am—

*rignt; -

, ) struct symbcl sym'
}.

P

" where left and right are the pointers to the respec-

tive branches.

‘-~the_type of node;’

. ture w1thin the node and this Varies

‘-\4 .
AL

For nodes representing arithmetic
(OR), -

) structure is. ",

R VR S, o,
L4 P e

" struct symbol Lo
o :char type;
© Y "Tchar leny
i .. int. value[],,

»

w "

where type is a code representing the
node (i.e., - - plus,
lengtn in bytes ‘of value.
¢»length field (0-255 bytes)
. propriate value for ‘that type of node.
if the:  rniode 1s-*

value is

maag—
. .
- .
- N1 s % .
B ’ Le‘*
O . 3
T,
Do X
PP
.

r
o

operators,
result domains and constants, the

type
‘minus, OR, ete.) and-len i$ the -
na
and- gontains theé ‘ap- .
For example, . ‘..
representing. a constant then the '

fi' value contairs the actual constant. .

The second entry“defines the struc-
dependlng on

dis- .

.v

It

of the
variable?
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Eof .-r.odes representin# variable attribute
L SALABY) the strueture is. -

struct symbol

C w40 7 . char typej L
i lfceo .- char lem;l o .
Se . . char, varno, attro;
Y ' " _char frot, frml; - . ...
T LT ,cnar *malptr' el

- “
N - " 13
. . - v

_uhere &ype is the same 'as above .ahd . len, isr
varro is an  index into the range tabl
correct variable; attno is the domain nu
the  systen . catalogne) of the correct domaint"efer-{
énced. frat and frml give the,fo"mat of the - attri-: Y
bute (i.e., "A6,. 12, efc.). This is used to: deter~ i ‘
nine new domain types -and for calculations.’ The Ao~ -
~last ertry is used during tuple substituticn.* If.a. 13, e
partjcular variable is selected fdr substitition) + .} N S
all variable.attribute rodes involving that,variable M
will beccme nodes vepresentlny constants.. ‘But. the ;&% . . - T

tree .itself need not be changéd. This field, , n:. SRR
valptr is simply set to point to the constant yalue- . & | ¢, 7.
that snould be used. This position remains fixed so - % 0 7F
wher. a' new tuple value is substituted, the pointer - SRR
- dces .‘not change, only the value it is pointing to - 5 et
changes. In this way, a new tree is not needed for ey
gach level of substituticn or for each iteration of . ERrs
. substitutiorn .values. If the pointér is. }ero, the " - S R
_variable information. -is used; if it is nonzero, it . o I
is ‘a conistant. node. e L [ R TG

’ - K » . » P .y
. B w oL v

- For nocdes representinp,‘tne root or conjunctions .., . .
(AhD), the structure is: _f o R sl y

Y

struct symbcl SR N i T N

oo .4 o seharctypey o - s LT e T T

S+ .eL. - .'char len; | T T I S

~ .. 7 “char tvarei. (" . .
T oo “char lvare; . - = ¢
Lo T it lvarm-j R o
T S TN ‘ int rvarn,#', I
- "1},. . L J:',‘ }. .., o i‘ l“: - . , "”‘ ." ‘4,\‘.:’
wnere type~is the same and ‘len’ is fixed.“ tvarc and : IR
lvare are poth counts.of ‘the variables used. tvare . . . -. LT
_is the number of variables in ;) the sub-tree below Lo

“tnis~. node -dnd - lvarc is the number of.variabies in = - COUNY
“the left branch. Sc for., .the root node,: tvarc 'ds the]; IR :
tqtal ‘number of. variables i therquery and 1vare. is’ ' . A . N
the number of*variables ir the target 1list. For. am.™> R
ALND node, tyarc is the number of variables in the, . .« = -- ~
remaining.clauses and lvarc is the number of vari-;z . ) C e

, e R

o ST -
. FRdE - . . . L. 1 ' . R v
AN E . . . - ¢ R




.. ables . in the single
lva‘m and rvarm .are bit maps of the-variables used
ranches of the node respec-
tively. . ~

PR Y

N . P .
”
o et b g i e e SRR JUN ‘l-w.q et Taoo s s MM».,-«M«,«»W e

Tnis structure is’ rot.as. costly as it night appear. vl
It is. true that during decomposition many. subqueries
are created afd executed many tines, but it. “should

. be, .noted. tnat all of these subqueries use clauses .
. -which appear in" the original: query. - The: target .
lists may change, but no new clauses .are- ‘ever creat-
ed except through substitution. Since this is true,
when a subquery.is to be executed, a query‘tvee ecan
be constructed using nodes from the original . tree.
A new root rode must be created for. eachfsubquery
ard for some_target - list nodes, but all the’ AND_V)
- rodes can sinply be detached. from the oriyinal query '
tree and added to the new quepy tree."




